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Agenda of an instance
Modern poetry generation
• Background
• Problem
• Solution
• State-of-the-art methods
• Our method and implementation

• Result
• Experimental setups
• Experimental studies

• Discussions and future works
• References
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Background

• [Generating Chinese Couplets using a Statistical MT Approach, Jiang et al., Coling 2008]
• Part of the unique cultural heritage of China is the game of Chinese couplets (duìlián). One person 

challenges the other person with a sentence (first sentence). The other person then replies with a 
sentence (second sentence) equal in length and word segmentation, in a way that corresponding words 
in the two sentences match each other by obeying certain constraints on semantic, syntactic, and 
lexical relatedness. This task is viewed as a difficult problem in AI and has not been explored in the 
research community.

• [Chinese Poetry Generation with Planning based Neural Network, Wang et al., Coling 2016]
• The classical Chinese poetry is a great and important heritage of Chinese culture. During the history of 

more than two thousand years, millions of beautiful poems are written to praise heroic characters,
beautiful scenery, love, friendship, etc. There are different kinds of Chinese classical poetry, such as
Tang poetry and Song iambics. Each type of poetry has to follow some specific structural, rhythmical
and tonal patterns. Table 1 shows an example of quatrain which was one of the most popular genres of
poetry in China. The principles of a quatrain include: The poem consists of four lines and each line has
five or seven characters; every character has a particular tone, Ping (the level tone) or Ze (the 
downward tone); the last character of the second and last line in a quatrain must belong to the same 
rhyme category (Wang, 2002). With such strict restrictions, the well-written quatrain is full of rhythmic 
beauty. … As a consequence, the existing methods may fail to generate meaningful poems if a user 
wants to write a poem for a modern term (e.g., Barack Obama).
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Problem

• Input
• A sequence of keywords

• e.g.,�
,��,��,��,��,���
• Output

• A modern poetry matching the topics described by the
keywords
• e.g.,����
���	��������������
�������������

• Requirement (challenge)
• meaningful
• relevant
• emotional
• consistent
• creative
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����
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������ (���)
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Solution
State-of-the-art methods

• Retrieval-based methods
• phrase search (Tosa et al., 2009; Wu et al., 2009)
• word association norm (Netzer et al., 2009)
• genetic search (Zhou et al., 2010)
• template search (Oliveira, 2012)
• text summarization (Yan et al., 2013)

• Generation-based methods
• statistical machine translation (Jiang and Zhou, 2008; He et al., 2012).
• sequence-based RNN (Zhang et al., 2014)
• character-based RNN (Wang et al., 2016)
• Bi-directional LSTM, GRU (Wang et al., 2016)

• Attention mechanism (Wang et al., 2016)
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Solution

Our methods and implementation

Keyword expansion

and ranking

Sentence generated

one by one

A set of keywords

A sequence of

sentence

Generation-based framework

https://github.com/Disiok/poetry-seq2seq

Attention-based

bi-directional LSTM

A set of poetries

Keyword extraction

and ranking

A set of pair (keyword,

FS, SS)

parameters:
layer size = 2

embedding size =128

hidden size = 128

…
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Solution
Our methods and implementation

Keyword expansion and
ranking

Sentence ranking

Sentence polish

A set of keywords

A sequence of sentence

Retrieval-based framework

!(#$|&$, #$(), … , #$(+) = .∑012|34| ∑512|64| 7 #$0, &$5 +(1- .)∑81$()81$(9 )
:; ∑012

|34| ∑512
|3<| 7 #$0, #80

7 =, > =	@AB(x)	* sim(=, >)	
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Result
Experimental setups
• Datasets

• training data
• 9k poetries + 4.5k poetries

• test data
• 20 groups of keyword sequence

• keyword:
• �
,��,��,��,��,���

• poetry:
• ����
���	���������������������������

• Metrics
• subjective evaluation

• 4 human beings (2 JD NLP experts, 2 AI Camp students) manually judge the syntactics,
semantics, creativities
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Result
Experimental studies

Team 1 Team 2 Team 3
Sum (300) 211 200.25 202.25
Avg (15) 10.55 10.01 10.11

#poetries > 8 (20) 16.5 17.5 16.5
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Result
Experimental studies
• Use Cases

���� �
(Retrieval-based model)

21F�S (21)
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(Generation-based model)
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Result
Experimental studies
• Use Cases
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(Retrieval-based model)
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Result
Experimental studies
• Use Cases

���� ��
(Retrieval-based model)
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Discussions and future works

• Bridge the retrieval-based methods and generation-based methods
• improve keyword-to-topic expansion beyond the tedious combination of keywords

• considering the roles of each keyword in poetry generation
• improve keyword-to-sentence matches beyond only applying a similarity measure
(meaningful, relevant, emotional)
• combining diverse similarity measures
• mixing the NN-based methods

• improve sentence-to-sentence coherence and fluency beyond separately matching
to the keyword (consistent)
• considering more historical context cues
• considering the key topic of a poetry

• improve creativity of sentence beyond only matching the existing corpus (creative)
• generating similar sentence from the retrieved sentences
• replacing some keywords
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Conclusions

• Useful tips for taking away
• methodologies to supervise your researches

• practice to conclude what you read
• skills to write/express your ideas

• practice to write/express your ideas from “small” to “large”
• writing in Chinese vs. writing in English

• strategies to start your problems
• related work survey first vs. think by yourself first
• communicate with your advisers

• ways to improve your abilities for solving problems
• implement the solutions and observe the empirical results
• think about the strengths and drawbacks
• learn to obtain the intuitions and insights

• …
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